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The AI system should account for the
iterative nature of the reward design process, rather than treat
the currently specified reward as set in stone.
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Key Insight
An assistive reward design system should actively expose the designer 
to the environments that have the most potential to narrow down what 
the reward should be.
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