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Problem

Optimization of expensive, black box functions on structured input spaces.

Examples:

Drug Design Materials Discovery Neural Architecture
Search
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Latent Space Optimization

Optimize in the latent space Z of a deep generative model
(instead of data space X )
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Results

Chemical Design Task
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More results in the paper!
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