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Abstract
We study the best policy identification problem for contextual bandits through the lens of Bayesian
optimal experimental design. Motivated by practical constraints when deploying contextual policies
in real-world experiments, we focus on the non-adaptive setting in which a single exploration
policy is used to collect data for the entire experiment. We demonstrate that common information-
theoretic utilities can lead to suboptimal exploration in the presence of initial data and instead
propose directly optimizing for the value of the resulting decision policy. To solve this optimal
design problem, we derive a policy gradient algorithm that is able to learn good exploration policies
in linear contextual bandit settings. Unlike existing algorithms, our Bayesian method is able to
leverage prior reward information (e.g., pilot data or expert knowledge) for more efficient exploration.
We evaluate our policy gradient algorithm on a linear benchmark task, demonstrating that our
approach is able to identify optimal decision policies more efficiently than existing baselines.

1. Introduction

The use of machine learning methods to discover data-driven, contextual decision policies is receiving
increasing attention across a wide range of application domains. In education, researchers have
designed intelligent tutoring systems that adaptively assign students to pedagogical conditions that
improve their learning outcomes [6, 34]. Mobile health researchers have explored personalized,
adaptive interventions to support positive behavior change, such as promoting physical activity [27,
38] or preventing smoking relapse [7]. Econometricians have recently begun exploring adaptive
treatment assignment algorithms for accelerating large-scale field experiments that inform public
policy decisions [25]. For instance, researchers in public health may be interested in determining
which interventions are most effective at increasing vaccinations [5, 33] or physical activity [32].

In these settings, the primary research interest is to identify a decision policy that assigns each
unit to an optimal treatment condition as a function of their covariates, as opposed to accurately
estimating the effect of one treatment compared to a control. The task of designing an experiment
for this purpose is naturally modeled as a best policy identification problem, in which the objective is
to design an experiment such that the likelihood of identifying an ε-optimal decision policy at the
end of the study is maximized. This setting is known as pure exploration in the bandit literature and
has been studied extensively in the multi-armed bandit [9, 19, 40] and linear bandit [14, 44, 45, 49]
settings. Surprisingly, pure exploration for contextual bandits has received relatively little attention.

Currently, a hindrance to deploying data-driven methods in practice is that most existing
algorithms for best policy identification are adaptive to past treatments and outcomes [30, 50]. The
ability to immediately update a policy after each step not only requires significant engineering
overhead and personnel training, it may be impossible in longitudinal studies with delayed rewards
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or in studies with parallel treatment assignment. However, it is often feasible to deploy stochastic,
contextualized policies for data collection, so long as they remain fixed throughout the study and are
non-adaptive to incoming data. Moreover, existing non-adaptive algorithms (e.g., [50]) are insensitive
to prior information that experimenters often have access to. For example, it is exceedingly common
for researchers to run small pilot studies before launching a full-scale experiment. In principle, best
policy identification algorithms ought to be able to make use of this information to more efficiently
discover near-optimal treatments. Similarly, researchers may have knowledge (e.g., results from
previous research) that can be encoded in a prior distribution over a model’s parameters.

In this work, we aim to lower the barrier to conducting experiments using contextualized, data-
driven decision policies in practice. We formalize the best policy identification problem as a Bayesian
optimal experimental design (BOED) problem [10, 29] in the contextual bandit setting. In particular,
we demonstrate that information-theoretic utilities from the BOED literature can lead to inefficient
exploration and instead propose directly maximizing the expected value of the resulting decision policy.
To solve this design problem, we propose a policy gradient algorithm inspired by REINFORCE [48]
that can efficiently identify good exploration policies in settings where many global optimization
methods fail. Unlike existing frequentist approaches, our Bayesian formulation naturally supports
the presence of prior information and is able to exploit this information to more efficiently identify
optimal policies. We demonstrate the benefit of our method in numerical experiments in simulated
linear bandit setting.

2. Related Work

Pure Exploration in Bandits In the contextual bandit literature, most prior work optimizes
for cumulative regret [1, 2, 18]. This objective is misaligned with our pure exploration setting,
since suboptimal arms may still be informative for learning optimal policies. In the linear (i.e.,
non-contextual) bandit setting, a large body of work [11, 14, 24, 44, 45, 49] has studied the best-arm
identification problem. Deshmukh et al. [12] investigated pure exploration in the contextual bandit
setting and propose an adaptive, gap-based exploration algorithm.

The notion of limited adaptivity has received recent attention in the batch bandit literature, in
which the goal is to learn a good policy with a limited number of updates [13, 22, 39, 51]. However,
these algorithms are designed to minimize cumulative online regret, not policy suboptimality. Most
relevant to our setting, Zanette et al. [50] recently proposed the Sampler-Planner algorithm, which
leverages offline state information to design a single, non-adaptive exploration policy that learns an
ϵ-optimal decision policy with Ω̃(d2/ε2) online sample complexity, where d is the dimensionality.

In the Bayesian bandit setting, Russo [40] and Russo and Van Roy [41] present algorithms for
best-arm identification. Though originally proposed for regret minimization, Russo and Van Roy’s
[41] information directed sampling objective can be adapted to the pure exploration setting (see their
Proposition 9). This objective maximizes the mutual information between the data to be collected
and the optimal arm. Similar information-theoretic acquisition functions are common in the field of
Bayesian optimization [23, 46], where they are known as entropy search.

Bayesian Optimal Experimental Design Following Lindley [29], most work in BOED maximizes
the expected information gain (EIG), which corresponds to the mutual information of the parameter
and the data. Calculating the EIG is doubly intractable for general priors and likelihoods, and
a large body of work has explored approximation methods [15, 16, 36, 47]. While the EIG is
a natural objective for many scientific problems, it can yield sample inefficient designs for best
policy identification problems because the EIG encourages uniform uncertainty reduction over the
parameter [31]. Later, we will show that maximizing EIG can lead to suboptimal exploration in our
contextual bandit setting. To compute the optimal design that maximizes the EIG, prior work has
proposed a variety of approaches that rely on global optimization methods [3, 15, 26, 35, 35, 37].
There also exist methods that simultaneously estimate and optimize over the EIG [16, 20, 26]. In the

2



sequential design setting, several recent works have utilized policy gradient algorithms to compute
optimal designs [4, 8, 17, 28, 43]. While this line of work bears similarity to our approach, we note
that the methods above optimize for EIG and yield adaptive exploration policies.

3. Preliminaries

We consider a stochastic contextual bandit model where each context s ∈ S is independently sampled
from a distribution ρ. We assume that ρ is known or that it can be approximated with a large set
of offline context data C = {si}.1 For each context s, a context-dependent action set As is made
available to the learner. The bandit instance is defined by a reward model rθ(s, a), where θ is an
unknown parameter with prior distribution p(θ). Upon choosing action at in state st, the environment
reveals reward rt ∼ rθ⋆(st, at), where θ⋆ is the environment’s true parameter. For example, a linear-
Gaussian reward model follows rθ(st, at) = ϕ(st, at)

⊤θ + ηt, where ϕ(s, a) : S ×As → Rd is a known
feature extractor and ηt ∼ N (0, σ2). We define the expected reward for action a in state s as
µθ(s, a) = E[rθ(s, a)], where the expectation is taken over the randomness in rθ(s, a) for a fixed θ.

We define a policy π ∈ Π to be a mapping from states s ∈ S to a probability distribution over
the action space As, i.e. Π = {π | π : S → ∆As

}. We say that π is adaptive if the distribution
at ∼ π(·|st) depends on the history Ht−1 = {(si, ai, ri)}t−1

i=1 and that π is non-adaptive if this
distribution is fixed for all t. In this work, we differentiate between exploration policies πe and
decision policies π̂. Exploration policies are used to interact with the environment to collect a dataset
DN = {(st, at, rt)}Nt=1, where at ∼ πe(·|st) and rt ∼ rθ⋆(st, at). Given a dataset DN , we can update
our posterior estimate of the expected reward, which we define as µ̂θ|DN

(s, a) = Eθ|DN
[µθ(s, a)]. We

consider the class of decision policies that greedily choose the arm with the highest posterior expected
reward: π̂(s) = argmaxa∈As

µ̂θ|DN
(s, a).

Unlike the traditional bandit setting, exploration policies are not penalized for taking actions
that incur large online regret. Instead, the objective is to collect an informative dataset DN such
that the resulting decision policy π̂ is near-optimal. Specifically, we optimize for simple regret [9],
defined as the expected suboptimality of a decision policy π̂ with respect to the optimal policy
π⋆(s) = argmaxa∈As

µθ⋆(s, a).

Es∼ρ

[
V π⋆

(s)− V π̂(s)
]
= Es∼ρ

[
max
a∈As

µθ⋆(s, a)− µθ⋆(s, π̂(s))

]
(1)

Initial Data We allow for the possibility that the learner has access to an initial dataset
DN1

= {(st, at, rt)}N1
t=1. Given DN1

, one can generate a new exploration policy πe
2, which is used to

collect an additional dataset DN2
= {(st, at, rt)}N2

t=1, where at ∼ πe
2
(·|st). Defining the decision policy

π̂2(s) = argmaxa∈As
µ̂θ|D1D2

(s, a), the objective is to design πe
2 such that the suboptimality of π̂2 is

minimized. In this work, we primarily focus on the two-stage procedure described above. However,
this setting can be extended to an arbitrary number of sequential experiments.

4. Simple Regret Minimization Using BOED

We formulate the best policy identification problem inspired by a Bayesian optimal experimental
design (BOED) framework [10]. First, assume that the prior p(θ) and reward model p(rt|st, at, θ)
are known and well-specified. If initial data Dinit is provided, the prior can be refined to p(θ|Dinit).
Under the contextual bandit model described in Section 3, the likelihood is given by

p
(
DN = {(st, at, rt)}Nt=1 | θ, πe

)
=

N∏
t=1

ρ(st) · πe(at|st) · p(rt|st, at, θ) (2)

1This assumption is frequently tenable in practice. For example, researchers often have access to participant demographic
information prior to running an experiment.

3



Algorithm 1: Policy Gradient Optimization for Best Policy Identification
1 if Dinit ̸= ∅ then let p(θ)← p(θ|Dinit)
2 while πe

τ is not converged do
3 sample θ(i)

iid∼ p(θ) for i = 1, ...,K

4 sample D(i)
N

iid∼ p(DN |θ(i), πe
τ ) for i = 1, ...,K

5 compute U(θ(i), D
(i)
t ) for i = 1, ...,K, t = 0, ..., N

6 let ∇τ ℓ̂(τ) =
1
K

∑K
i=1

∑N
t=1∇τ log (π

e
τ (at|st))

(
U(θ(i),D(i)

N )− U(θ(i),D(i)
t−1)

)
7 τ ← τ + η∇τ ℓ̂(τ)

8 end

We wish to learn an exploration policy πe ∈ Π that minimizes the simple regret (Equation 1) in
expectation over p(θ,DN |πe). This is equivalent to maximizing the expected value of the learned
decision policy π̂. This motivates a utility function based on the expected decision policy’s value,
Uvalue(θ,DN ) = Es∼ρ [µθ(s, π̂(s))] and the resulting optimization problem is given by

πe
⋆ = argmax

πe∈Π
Eθ,DN |πe [Uvalue(θ,DN )] (3)

This differs from standard BOED in two important ways. First, our design variable is a stochastic
policy πe (i.e., a function), not a single decision or sequence of decisions. This distinction motivates
a different class of solution methods for computing Equation (3). Second, and perhaps even more
importantly, our utility function directly minimizes expected simple regret, in contrast to most BOED
work that focuses on expected information gain.

4.1 Solving for the Optimal Policy

The expected utility Eθ,DN |πe [Uvalue(θ,DN )] generally does not admit a closed form expression and
must be approximated. In principle, one could approximate the expected utility using samples from
p(θ) and p(DN |θ, πe) and directly apply any global optimization technique (e.g., grid search, simulated
annealing, CMA-ES, Bayesian optimization) to solve for an approximate optimizer. However, there are
several challenges with this approach. Practical problems of interest frequently involve differentiating
between actions with small gaps, meaning that the true differences in expected utility may be very
small for two candidate optima. This necessitates a prohibitively large number of samples such that
the Monte Carlo sampling error is less than the true differences in utility. However, even when the
utility can be reasonably approximated or the optimizer is robust to noisy objectives, Uvalue(θ,DN )
only provides a global weight on the quality of an entire dataset, but does not reliably indicate which
actions in a dataset DN contributed to an increase in utility.

Instead, we propose parameterizing the policy class and employing policy gradient algorithms.
Suppose that the policy class Π can be parameterized by τ , e.g. through a tabular parameterization
or a neural network. Using the log-derivate trick, we can calculate the gradient of the expected utility
with respect to τ .

∇τ Eθ,DN |πe
τ
[U(θ,DN )] = Eθ,DN |πe

τ
[U(θ,DN )∇τ log p(DN |θ, πe

τ )] (4)

The variance of this estimator can be further reduced using common strategies from the policy
gradient literature [21], including rearranging summation to remove independent terms (much like
REINFORCE [48]) and subtracting a baseline utility. The estimator belongs to a class of generalized
advantage estimators [42] using U(θ,Dt) as the reward at time t. We now prove that this advantage
form of Equation (4) is an unbiased estimator of the gradient, both for our simple regret utility, as
well as other alternate utility functions:
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Theorem 1. Let U(θ,D) be an arbitrary utility function. Let U(θ,D0) be the baseline utility given
no additional information, where D0 = ∅. Then, the following yields an unbiased estimator of the
gradient.

∇τ Eθ,DN |πe
τ
[U (θ,DN )] = Eθ,DN |πe

τ

[
N∑
t=1

∇τ log (π
e
τ (at|st)) ·

(
U(θ,DN )− U(θ,Dt−1)

)]
(5)

The proof is omitted for space and is nearly identical to the derivation of REINFORCE [48] with
a baseline. This gradient estimator can be approximated using sample averages for use in policy
optimization with stochastic gradient descent, as shown in Algorithm 1. In numerical experiments,
we find the additional variance reduction from using the advantage utility form to be crucial for good
performance even in low-dimensional settings.

4.2 Alternate Utility Functions

Having introduced our policy gradient algorithm for computing an exploration policy that minimizes
Bayesian simple regret, we now frame this choice within the broader context of alternative utility
functions and demonstrate the formal benefits of using this approach.

Expected Information Gain In the BOED literature, it is common to maximize the expected
information gain (EIG), which corresponds to the mutual information between θ and DN .

Eθ,DN |πe [UEIG(θ,DN )] = I(θ;DN ) = H(θ)−H(θ|DN ) (6)

This objective encourages uniform reduction in uncertainty over each dimension in θ. As captured
by the following lemma, it is possible to show that Zanette et al.’s [50] algorithm for simple regret
minimization is equivalent to a greedy approximation to the N -step Bayesian optimal design problem
that maximizes the EIG.

Lemma 1. Consider a greedy approximation to the N-step optimal design problem maximizing
the expected information gain: πt = argmaxπe∈Π Eθ,Dt|Dt−1

[UEIG(θ,Dt)] for t = 1, ..., N . When
θ ∼ N (0, λ−1I), rθ(st, at) = ϕ(st, at)

⊤θ + ηt, and ηt ∼ N (0, 1), we recover the Sampler-Planner
policy from Zanette et al. [50].

This result follows directly from a known equivalence between Bayesian D-optimal designs and
maximum EIG designs in the linear-Gaussian setting [10, 29], since H(θ|DN ) ∝ log det(ΣN ). The
Sampler-Planner always chooses the action at that greedily maximizes det(Σt+1).

However, we now show that methods that compute exploration policies to maximize expected
information gain about the underlying problem parameters can be significantly inefficient for opti-
mizing simple regret. As captured by the following theorem, the Sampler-Planner’s policy, which
uniformly reduces uncertainty over each dimension, can explore at a suboptimal rate by wasting
samples on dimensions that do not help discriminate between arms.

Theorem 2. There exists an O(d)-dimensional linear bandit instance and initial dataset D where the
optimal exploration policy can obtain an O(ε) upper bound on simple regret using Õ(1/ε2) samples
with probability at least 1− δ. For the same instance, the Sampler-Planner exploration policy requires
Õ(d/ε2) samples to guarantee a simple regret of at most O(ε) with probability at least 1− δ.

A proof will be provided in a longer version of this paper.
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Figure 1: Linear Benchmark Task. We plot the value of a decision policy (y-axis) learned from N
samples of exploration data (x-axis). The shaded region corresponds to ±1.96 standard
deviation computed across 100 trials.

5. Experiments

We evaluate our algorithm on a benchmark task inspired by the linear bandit literature. This task
is a generalization of the simulator first introduced in Soare et al. [44] to the contextual setting.
Specifically, we consider a problem in S = 5 states with K = 50 actions in d = 51 dimensions. In
each state i, actions 1 and 2 are near-optimal with a small gap in the pivot dimension i+ 1. Each
state contains S − 1 = 4 informative actions that can resolve uncertainty about all pivot dimensions
in other states, but not dimension i+ 1. Each state also contains 45 “bad” actions that have large
norm but lead to zero reward and do not resolve uncertainty over any pivot dimension. This might
reasonably correspond to an experiment with many possible treatments, a select few of which are
good, some of which are informative, and most of which are ineffective.

In Figure 1, we compare three exploration policies: (1) our policy gradient algorithm (Algorithm
1), (2) the Sampler-Planner [50], and (3) uniform random exploration. We consider the setting with
5 states, each with 2 near-optimal actions, 4 informative actions, and 45 bad actions. Each policy is
initialized with four samples of near-optimal actions. We plot the value of a decision policy learned
from N samples of data collected using a given exploration policy in addition to the four samples
of initial data, averaged over 100 trials. We find that the policy gradient algorithm is able to learn
an optimal decision policy with far fewer samples than either baselines. This is because random
exploration and the Sampler-Planner both waste samples pulling uninformative actions, while the
policy gradient algorithm concentrates its budget on informative actions.

6. Conclusion & Future Work

In this work, we have studied the best policy identification problem in the contextual bandit setting
using a BOED framework. This Bayesian reinterpretation yielded insights into existing approaches
and our preliminary numerical experiments show that our policy gradient algorithm is able to
efficiently discover near-optimal decision policies.

There are a number of promising directions for future work. First, further theoretical analysis
is necessary to characterize the sample complexity of πe

⋆ in the non-adaptive setting. We are also
interested in studying other information-theoretic utility functions, e.g., one which maximizes the
mutual information between the optimal arm and the dataset. Second, while our BOED framework is
general enough to account to arbitrary likelihood functions and priors, our policy gradient algorithm
is computationally expensive when the posterior p(θ|DN ) is difficult to approximate. It may be
possible to amortize this computation upfront using approximation techniques Foster et al. [15, 17].
It may also be possible to approximate more complex reward functions with Gaussian processes. The
last and perhaps most important future direction is to extend the approach to assess the empirical
benefits of direct simple regret minimization in more complex environments.
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