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Abstract

We consider the general (stochastic) contextual bandit problem under the realizability as-
sumption, i.e., the expected reward, as a function of contexts and actions, belongs to a
general function class F . We design a fast and simple algorithm that achieves the statis-
tically optimal regret with only O(log T ) calls to an offline least-squares regression oracle
across all T rounds. The number of oracle calls can be further reduced to O(log log T ) if
T is known in advance. Our results provide the first universal and optimal reduction from
contextual bandits to offline regression, solving an important open problem in contextual
bandits. A direct consequence of our results is that any advances in offline regression im-
mediately translate to contextual bandits, statistically and computationally. This leads to
faster algorithms and improved regret guarantees for broader classes of contextual bandit
problems.
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1. Introduction

The contextual bandit problem is a fundamental framework for online decision making and
interactive machine learning, with diverse applications ranging from healthcare (Tewari and
Murphy 2017; Bastani and Bayati 2020) to electronic commerce (Li et al. 2010; Agarwal
et al. 2016), see a NIPS 2013 tutorial (link) for the theoretical background, and a recent
ICML 2017 tutorial (link) for further illustrations on its practical importance.

Broadly speaking, approaches to (stochastic) contextual bandits can be classified into
two categories (see Foster et al. 2018): realizability-based approaches which rely on weak
or strong assumptions on the model representation, and agnostic approaches which are
completely model-free. While many different contextual bandit algorithms (realizability-
based or agnostic) have been proposed over the past twenty years, most of them suffer from
either theoretical or practical issues (see Bietti et al. 2018). Existing realizability-based
algorithms built on upper confidence bounds (e.g., Filippi et al. 2010; Abbasi-Yadkori et al.
2011; Chu et al. 2011; Li et al. 2017) and Thompson sampling (e.g., Agrawal and Goyal
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2013; Russo et al. 2018) rely on strong assumptions on the model representation and are
only tractable for specific parametrized families of models like generalized linear models.
Meanwhile, agnostic algorithms that make no assumption on the model representation (e.g.,
Dudik et al. 2011; Agarwal et al. 2014) may lead to overly conservative exploration in prac-
tice (Bietti et al. 2018), and their reliance on an offline cost-sensitive classification oracle
as a subroutine typically causes implementation difficulties as the oracle itself is computa-
tionally intractable in general (Klivans and Sherstov 2009). At this moment, designing a
provably optimal contextual bandit algorithm that is applicable for large-scale real-world
deployments is still widely deemed a very challenging task (see Agarwal et al. 2016; Foster
and Rakhlin 2020).

Recently, Foster et al. (2018) propose a (realizability-based) approach that solves con-
textual bandits with general model representations (i.e., general function classes) using an
offline regression oracle — an oracle that can typically be implemented efficiently and has
wide availability for numerous function classes due to its core role in modern machine learn-
ing. In particular, the (weighted) least-squares regression oracle assumed in the algorithm
of Foster et al. (2018) is highly practical as it has a strongly convex loss function and is
amenable to gradient-based methods. As Foster et al. (2018) point out, designing offline-
regression-oracle-based algorithms is a promising direction for making contextual bandits
practical, as they seem to combine the advantages of both realizability-based and agnostic
algorithms: they are general and flexible enough to work with any given function class, while
using a more realistic and reasonable oracle than the computationally-expensive classifica-
tion oracle. Indeed, according to multiple experiments and extensive empirical evaluations
conducted by Bietti et al. (2018) and Foster et al. (2018), the algorithm of Foster et al.
(2018) “works the best overall” among existing contextual bandit approaches.

Despite its empirical success, the algorithm of Foster et al. (2018) is, however, theoret-
ically sub-optimal — it could incur Ω̃(T ) regret in the worst case. Whether the optimal
regret of contextual bandits can be attained via an offline-regression-oracle-based algorithm
is listed as an open problem in Foster et al. (2018). In fact, this problem has been open
to the bandit community since 2012 — it dates back to Agarwal et al. (2012), where the
authors propose a computationally inefficient contextual bandit algorithm that achieves the
optimal O(

√
KT log |F|) regret for a general finite function class F , but leave designing

computationally tractable algorithms as an open problem.

More recently, Foster and Rakhlin (2020) propose an algorithm that achieves the optimal
regret for contextual bandits assuming access to an online regression oracle (which is not an
offline optimization oracle and has to work with an adaptive adversary). Their finding that
contextual bandits can be completely reduced to online regression is novel and important,
and their result is also very general: it requires only the minimal realizability assumption,
and holds true even when the contexts are chosen adversarially. However, compared with
access to an offline regression oracle, access to an online regression oracle is a much stronger
(and relatively restrictive) assumption. In particular, optimal and efficient algorithms for
online regression are only known for specific function classes, much less than those known
for offline regression. Whether the optimal regret of contextual bandits can be attained via
a reduction to an offline regression oracle is listed as an open problem again in Foster and
Rakhlin (2020).
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1.1 Our Contributions

In this paper, we study the following open question which is repeatedly mentioned in the
contextual bandit literature (Agarwal et al. 2012; Foster et al. 2018; Foster and Rakhlin
2020):

Is there an offline-regression-oracle-based algorithm that achieves the optimal regret for
general contextual bandits?

Our paper provides the first resolution to this problem. Specifically, we provide the
first optimal black-box reduction from contextual bandits to offline regression, with only
the minimal realizability assumption. The significance of this result is that it reduces con-
textual bandits, a prominent online decision-making problem, to offline regression, a very
basic and common offline optimization task that serves as the building block of modern
machine learning. A direct consequence of this result is that any advances in solving offline
regression problems immediately translate to contextual bandits, statistically and compu-
tationally. Note that such online-to-offline reduction is highly nontrivial (and impossible
without specialized structures) for online learning problems in general (Hazan and Koren
2016).

Our reduction is accomplished by a surprisingly fast and simple algorithm that achieves
the optimal O(

√
KT log(|F|T )) regret for general finite function class F with only O(log T )

calls to an offline least-squares regression oracle over T rounds. The number of oracle calls
can be further reduced to O(log log T ) if T is known. Notably, this can be understood
as a “triply exponential” speedup over previous work: (1) compared with the previously
known regret-optimal algorithm Agarwal et al. (2012) for this setting, which requires enu-
merating over F at each round, our algorithm accesses the function class only through
a least-squares regression oracle, thus typically avoids an exponential cost at each round;
(2) compared with the classification-oracle-based algorithm of Agarwal et al. (2014) which
requires Õ(

√
KT/ log |F|) calls to a computationally expensive classification oracle, our

algorithm requires only O(log T ) calls to a simple regression oracle, which implies an expo-
nential speedup over all existing provably optimal oracle-efficient algorithms, even when we
ignore the difference between regression and classification oracles; (3) when the number of
rounds T is known in advance, our algorithm can further reduce the number of oracle calls
to O(log log T ), which is an exponential speedup by itself. Our algorithm is thus highly
practical.

The statistical analysis of our algorithm is also quite interesting. Unlike existing analysis
of other realizability-based algorithms in the literature, we do not directly analyze the
decision outcomes of our algorithm — instead, we find a dual interpretation of our algorithm
as sequentially maintaining a dense distribution over all (possibly improper) policies, where
a policy is defined as a deterministic decision function mapping contexts to actions. We
analyze how the realizability assumption enables us to establish uniform-convergence-type
results for some implicit quantities in the universal policy space, regardless of the huge
capacity of the universal policy space. Note that while the dual interpretation itself is not
easy to compute in the universal policy space, it is only applied for the purpose of analysis
and has nothing to do with our original algorithm’s implementation. Through this lens,
we find that our algorithm’s dual interpretation satisfies a series of sufficient conditions
for optimal contextual bandit learning. Our identified sufficient conditions for optimal
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contextual bandit learning in the universal policy space are built on the previous work of
Dudik et al. (2011), Agarwal et al. (2012) and Agarwal et al. (2014) — the first one is
colloquially referred to as the “monster paper” by its authors due to its huge complexity
(link), and the third one is titled as “taming the monster” by its authors due to its improved
computational efficiency. Since our algorithm achieves all the conditions required for regret
optimality in the universal policy space in a completely implicit way (which means that all
the requirements are automatically satisfied without explicit computation), our algorithm
comes with significantly reduced computational cost compared with previous work (thanks
to the realizability assumption), and we thus title our paper as “bypassing the monster”.

Finally, we extend all the above results to the case of general infinite function class F .
For this case, we state our results in a more general way: for any function class F , given
an arbitrary offline regression oracle with an arbitrary offline estimation error guarantee,
we propose a fast and simple contextual bandit algorithm whose regret can be bounded by
a function of the offline estimation error, through only O(log T ) calls (or O(log log T ) calls
if T is known) to the offline regression oracle. We show that our algorithm is statistically
optimal as long as the offline regression oracle is statistically optimal. Notably, the above
results provide a universal and optimal “converter” from results of offline/batch learning
with general function classes to results of contextual bandits with general function classes.
This leads to improved algorithms with tighter regret bounds for many existing contextual
bandit problems, as well as practical algorithms for many new contextual bandit problems
(e.g., contextual bandits with neural networks).

Overall, our algorithm is fast and simple, and our analysis is quite general. We believe
that our algorithm has the potential to be implemented on a large scale, and our approach
may contribute to deeper understanding of contextual bandits.

The reminder of the paper is omitted in this extended abstract. Please see
https://arxiv.org/abs/2003.12699 for the full version of this paper.
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